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Supervisor: Asst. Prof. Mustafa Perçin 

 

 

 

January 2023, 95 pages 

 

 

The study investigates the effect of two inflow conditions on the wake of a model 

wind turbine, namely, homogenous isotropic turbulence intensity and streamwise 

gust. For the effect of the freestream turbulence intensity, the wake of a porous disc 

with a comparable thrust coefficient was used to further highlight the differences in 

their wakes and decay characteristics. Results show that the wake of a wind turbine 

model has a faster decay rate than porous discs under both freestream turbulence 

intensities. In addition, the wake of both models was scaled to show a collapsing 

self-similar wake profile. Furthermore, the decay of the maximum velocity deficit 

was curve fitted using a logarithmic fit where the slope of the fit was used to provide 

a new way to quantify the wake growth. Consequently, this could be used as a basis 

for a new analytical model for the far wake of wind turbines. The effects of a 

streamwise gust with a triangular temporal distribution on the wake of a wind turbine 

model were studied for three tip speed ratios. Results reveal different wake 

evolutions for the three cases. Furthermore, the wake profiles under gust were scaled 

to collapse on self-similar profiles. Moreover, the wake of the wind turbine model at 
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a tip speed ratio of two and under triangular gust was compared to a top hat gust 

profile to investigate the effects of gust profiles. It was shown that the wake flow 

and, thus, the thrust generation mechanism of the turbine respond similarly during 

the rising edges of both gust profiles. 

Keywords: Wake, Gust, Wind turbine, Wind tunnel, active grid 
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ÖZ 

 

MODEL RÜZGAR TÜRBINLERININ VE GÖZENEKLI DISKLERIN 

ARKASINDAKI AKIŞ KOŞULLARININ ETKILERI ÜZERINE 

 

Hassanein,Abdelrahman Hisham Ahmed Sabri 

Yüksek Lisans, Havacılık ve Uzay Mühendisliği 

Tez Yöneticisi: Asst. Prof. Mustafa Perçin 

 

 

Ocak 2023, 95 sayfa 

Bu çalışmada, iki farklı giriş akış koşulunun model rüzgar türbininin iz bölgesi 

üzerindeki etkileri incelenmektedir. Araştırmaya konu olan farklı akış koşulları, 

homojen izotropik türbülanslı akış ve akım doğrultusundaki sağanaklı akıştır. 

Serbest akış türbülansı etkisinin araştırılmasında, model türbin iz bölgesi ile benzer 

sürükleme katsayısına sahip bir gözenekli disk modelinin iz bölgesi 

karşılaştırılmıştır. Bu sayede türbin ve diskin iz bölgesi akışlarının ve iz bölgesi 

sönümlenme karakteristiklerinin farkı net olarak ortaya konmuştur. Çalışılan farklı 

serbest akış türbülans seviyelerinde rüzgar türbinin iz bölgesinin disk iz bölgesine 

göre daha hızlı sönümlendiği gösterilmiştir. Buna ek olarak, iki modelin de iz bölgesi 

hız profillerinin uygun bir şekilde ölçeklendirildiği durumda öz-benzer bir akış 

profiline yakınsadıkları gösterilmiştir. Ayrıca, akış doğrultusundaki hız 

noksanlığının en büyük değerinin logaritmik bir düşüş gösterdiği ve bu değişime 

uydurulan eğrinin eğiminin iz bölgesi genişlemesini niceliksel olarak ölçebilmek 

amacıyla kullanılabileceği gösterilmiştir. Bu sonuç, rüzgar türbinlerinin uzak iz 

bölgelerindeki akışın elde edilmesi amacıyla kullanılabilecek bir analitik modele 

temel oluşturabilir. Türbin iz bölgesinin üçgen profile sahip bir sağanağa dinamik 

cevabı üç farklı uç hız oranı için çalışılmış ve üç farklı durum için iz bölgesinin farklı 

gelişimi gözlemlenmiştir. Üç farklı durumdaki iz bölgesi hız profillerinin öz-benzer 

profillerde çakışacak şekilde normalize edilebileceği gösterilmiştir. Türbin uç hız 
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oranı iki için, türbin iz bölgesinin üçgen ve kare biçimli sağanağa dinamik cevabı 

mukayeseli olarak incelenmiştir. İz bölgesi akış ve dolayısıyla da itki üretim 

mekanizması değişimlerinin sağanak profillerinin yükselen kenar bölümünde benzer 

olduğu gözlemlenmiştir. 

Anahtar Kelimeler (İz bölgesi, Sağanak, Rüzgar türbini, Rüzgar tüneli, Aktif ızgara) 
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CHAPTER 1  

1 INTRODUCTION  

In 2021 the world witnessed a significant increase in wind-generated electricity to a 

record of 273 TWh Which, amounted to the highest growth among renewable power 

technologies [1]. Furthermore, climate change led to several global movements 

aiming toward a world with zero net emissions [2]. Although the wind capacity has 

seen a significant increase in response over the past decade, maintaining this growth 

will require significantly more dedication and effort. Among such efforts is building 

more durable wind turbines with long life cycles. 

The durability and sustainability of wind turbines are essential factors in driving the 

levelized cost of electricity down [3], which, in turn, improves wind energy 

competitiveness without subsidies. However, wind turbines are subjected to extreme 

inflow conditions that hinder the durability of various components. Among such 

conditions is a gust, which can be defined as a short-term coherent disturbance in a 

turbulent wind field that manifests as a sudden increase in the mean velocity [4] [5]. 

Moreover, wind gusts can cause substantial fatigue loads through gust slicing, which 

occurs when the blade encounters the gust several times due to rotation. Additionally, 

gust slicing causes significant power production fluctuations, further burdening the 

electrical grid [8]. Moreover, length and time scales are important characteristics of 

gusts, as gusts with length scales of the same order of magnitude as the structure’s 

characteristic length can cause severe damage [4]. Thus, arises the importance of 

understanding and simulating such phenomena and the effect it imposes on wind 

turbines. The IEC (International Electrotechnical Commission) defines simplified 

extreme gust profiles as standardized cases for the gust experienced by wind 

turbines. Although such simplified models do not fully represent the real-world gust 

due to the nature of complex terrains the gust evolves in [4], simulating such 
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conditions offers insight into the complex unsteady wake interaction as well as the 

unsteady blade responses. In addition, wind turbines operate within atmospheric 

boundary layers that come with an inherently high turbulence intensity which 

negatively impacts the power produced by the wind turbine [5]. The effects of 

turbulence intensity have been shown to affect power production by up to 2.4% under 

ambient turbulence intensities higher than 7% and by 3.5% for turbulence intensities 

lower than 5%. Furthermore, Turbulence intensity increases the extreme fatigue 

loading on the wind turbine blades, which significantly impacts the lifetime of wind 

turbines [6]. Hence, it is imperative to understand the effects of such inflow 

conditions on wind turbines and their wakes. 

1.1 Understanding the Challenges of Wind Gusts 

1.1.1 Gust certification 

Due to the complex terrains surrounding wind farms, the gust impinging on 

commercial wind turbines has a complex spatial and temporal nature [4]. 

Nevertheless, it is a common practice to assume that a gust has canonical Mexican 

top hat temporal variation [9][10][11], as it is easier to identify critical wind speeds 

for a symmetrical gust variation. The IEC 61400-1 [11] defines several extreme 

operational conditions for wind turbines, among which is the extreme operational 

gust (EOG). It can be described as a pre-dip in streamwise velocity followed by a 

sudden steep increase in the velocity; after that, the velocity drops again with the 

same steepness followed by a slight increase to the initial velocity (will be discussed 

in detail below). Additionally, extreme directional change (EDC), as the name 

suggests an extreme change in the wind direction following a cosine variation. 

Furthermore, extreme wind shear (EWS) is a transient change of the velocity 

gradient across the rotor where it goes steep and then decreases again following a 

cosine temporal variation. 



 

 

3 

EOG is a classic example of the canonical Mexican top hat temporal distribution. 

The equations describing this gust are shown below [11]. 

 

 

𝑉𝑔𝑢𝑠𝑡 = 𝑚𝑖𝑛 {1.35(𝑉𝑒1 − 𝑉ℎ𝑢𝑏); 3.3 (
𝜎1

1 + 0.1 (
𝐷
Λ1

)
)} (1.1)  

 

where 𝑉(𝑧) = 𝑉ℎ𝑢𝑏 (
𝑧

𝑧ℎ𝑢𝑏
)

𝛼

; Ve1 is the extreme wind speed with a recurrence 

period of one year (𝑉𝑒1(𝑧) = 0.8 𝑉𝑒50(𝑧)); Ve50 is the extreme wind speed with a 

recurrence period of 50 years (𝑉𝑒50(𝑧) = 1.4 𝑉𝑟𝑒𝑓 (
𝑧

𝑧ℎ𝑢𝑏
)

0.11
); D is the rotor 

diameter; 𝜎1 = 𝐼𝑟𝑒𝑓(0.75𝑉ℎ𝑢𝑏 + 5.6). The turbulence scale parameter (Λ1) can be 

expressed as follows: 

𝑉𝑟𝑒𝑓 and 𝐼𝑟𝑒𝑓 are the reference values summarized in Table 1.1 for different wind 

turbine classes.  

  

 

𝑉(𝑧, 𝑡) = 𝑉(𝑧) − 0.37𝑉𝑔𝑢𝑠𝑡 sin (
3𝜋𝑡

𝑇
) (1 − cos (

2𝜋𝑡

𝑇
))         𝑓𝑜𝑟 0 ≤ 𝑡 ≤ 𝑇 

                                    𝑉(𝑧)                                             otherwise 

(1.2)  

 Λ1 = 0.7 z  𝑓𝑜𝑟 𝑧 ≤ 60𝑚 

                                  42 𝑓𝑜𝑟 𝑧 ≥ 60𝑚                            
(1.3)  
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Table 1.1 Basic parameters for wind turbine classes [11] 

WIND TURBINE CLASS I II III 

VREF (m/s) 

Iref [-] 

50 42.5 37.5 

A  0.16 

B 0.14 

C 0.12 

 

 

 

Figure 1.1 Example of extreme operational gust for Vhub=25 m/s, Class IA, and 

D=42m [9]. 

 

1.1.2 Gust generation in experimental facilities 

Wind tunnels are controlled environments as they operate with low turbulence 

intensity and uniform flows. However, real-life conditions are far more chaotic and 

involve different phenomena, such as atmospheric boundary layers, which are 

characterized by high turbulence intensities as well as extreme gust conditions. 

Several devices have been produced to generate such extreme conditions within the 
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wind tunnels. NASA pioneered the field of gust generation in experimental facilities 

in 1945, where a model airplane drove into a uniform air condition using a catapult 

and then encountered a transverse gust generated by a blower [12].  The work done 

there paved the road for understanding the gust effect and offered insight into the 

problem of gust generation experimentally. 

Consequently, gust generation within experimental facilities took another turn where 

another approach was used, Vane-type gust generators were used yet again by NASA 

Langley. The vanes oscillated upstream of the test section, generating a sinusoidal 

transverse gust [13]. This method of gust generation produces 2D gust profiles with 

different amplitudes and frequencies [14]. This study emphasized the effects of 

reduced frequency as well as phase lag and amplitude attenuation of the generated 

gust. Active grids, on the other hand, are a far more intricate system that can produce 

a variety of complex flows, particularly gusty flows. For instance, Quin et al. [15] 

showed that streamwise gusts could be generated by fixing the angular position of 

the vertical vanes and oscillating the horizontal vanes.  Moreover, Traphan et al. [16] 

showed that active grids could generate highly 3-dimensional gusts that vary across 

different reduced frequencies. In Addition, Neuhaus et al. [17] implemented a transfer 

function to generate Atmospheric gusts in a wind tunnel. This was simply done by 

varying the local blockage ratio through the deflection angle of a selected group of rods 

in a quasi-steady regime. In contrast, the other group of rods is varied to maintain a 

constant global blockage. This procedure is done several times with various 

configurations of selected groups. The resulting change in the mean velocity in 

response to variation of local blockage can be used later to generate the desired flow 

function. Results show that the desired velocity can be imprinted on the flow for low 

reduced frequencies and sufficiently high amplitudes. The desired velocity can still 

be implemented for high reduced frequency by increasing the amplitudes further due 

to the observed damping effect. A further interesting observation was that the 

positive and negative velocity increments imprint themselves differently on the flow. 

Furthermore, Shirzadeh et al. [19] produced extreme wind conditions comparable 
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with IEC 61400-1[11] standard using fan arrays. The results show how an array of 

fans can be used to produce extreme wind shear as well as extreme operational gusts. 

1.2 Overview of Active Grids 

Prior to using active grids, passive methods are used to increase the level of 

turbulence intensities or to generate boundary layers within wind tunnels. For 

instance, passive grids are employed to generate isotropic homogenous turbulent 

flows [20] [21]. However, the Reynolds number generated using passive grids is 

characterized by a lower Reynolds number than flows found in nature, typically 

𝑅𝑒𝜆 ≤ 102 [21]. Several studies have tried to address this problem by grid jet 

injection [22] or having an array of jets [23]. However, they have not fared with the 

desired results. Until Makita [24] generated a high Reynolds number 𝑅𝑒𝜆 ~400. This 

was achieved by using an active grid of 15 horizontal and 15 vertical bars with 

triangular vanes. The cross-section of the wind tunnel was 0.7x 0.7 m2, and the inflow 

velocity was 5m/s. Furthermore, the protocol used for generating this turbulence is 

known as a single random mode. Figure 1.2 shows the schematic of the active grid 

used by Makita in 1991 [24]. Nevertheless, the isotropy of the flow produced later 

was far from ideal conditions. Several studies have followed trying to generate 

homogeneous isotropic turbulence and trying different algorithms. The modes of 

rotation are classified into three categories [21].  

• Synchronous mode, where the magnitude angular velocity of the bars is 

constant. However, adjacent bars rotate in opposite directions. 

• Single random mode, where the angular velocity of the bars is constant but 

each bar change direction after a random time independently. 

• Double random mode, where the magnitude of the angular velocity of each 

bar change randomly (within a pre-set range), and the direction of rotation 

change after random time as well. 
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Moreover, Larssen et al. [25] and Hearst et al. [26] studied the effect of the 

Rossby number on the generated turbulence intensities from different protocols. 

Results show that increasing the Rossby number increases the turbulence 

intensities as well as the length scale. Additionally, results show that increasing 

the Rossby number results in increasing the anisotropy ratio, which suggests that 

there is a compromise to be made when trying to generate high turbulence 

intensities. This was also observed by Shet et al. [27]; in their study, they did a 

deep investigation of the isotropy of the flow generated by active grids. Results 

show that the double random mode is more effective than the single random 

mode in generating isotropic turbulence. In addition, the time where flaps reverse 

direction in double random mode should be limited in such a way that flaps do 

not cover more than 180o to avoid a spike in the power spectrum. They further 

added that high Rossby numbers do generate high turbulence intensities, but they 

come at the expense of isotropy of the generated turbulence. Active grids have 

also been used to generate atmospheric boundary layers. Celik et al. [27] have 

done so by varying the distribution of angular positions of the bars and oscillating 

the flaps to control the flow characteristics. Hearst et al. [29] generated 

atmospheric boundary layers with high turbulence. They did so by decoupling 

the horizontal and vertical rods; the vertical bars oscillated with different 

amplitudes to vary the effective local blockage. Thus, generating shear. The 

horizontal rods were actuated using the double random mode to generate high 

turbulence. Results show that decoupling the shear generation and the turbulence 

can generate the same shear profile with different turbulence intensity profiles.  
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Figure 1.2. Schematic of the active grid developed by Makita (1991) [24] 

1.3 Porous disc and wind turbine models  

Several studies have examined the impact of various inflow conditions on the wake 

of wind turbines. Starting with field measurements, Fuertes et al. [30] studied the 

effects of several freestream turbulence intensities on the wake of 2.5 MW wind 

turbines by using two Doppler lidars mounted on the nacelle that use pulse scanning 

technology. Results show that the increase of freestream turbulence intensities 

enhances the wake recovery and yields a shorter wake length. In addition, using lidar 

technology, Bardal et al. [30] found that a 3 MW onshore wind turbine experienced 

a 1.2% rise in annual energy production under low shear and turbulent inflow 

conditions. As for wind tunnel studies, various studies have studied the effects of 

different inflow on wind turbine models. For instance, Zhang et al. [32] used a 

stereoscopic particle image velocimetry technique and a customized triple-wire 

system to study the effects of convective and neutral boundary layers on wind turbine 

wakes. The results showed that in the case of a convective boundary layer, the wake 

deficit was reduced. Moreover, Ozturk et al. [33] studied the effects of freestream 
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turbulence intensities on the wake of a wind turbine model as well as porous disc. 

Results were obtained using two-dimensional two-component particle image 

velocimetry. Results show that increasing the freestream turbulence increases the 

wake spread rate significantly for wind turbine models as well as porous discs. 

However, the porous disc failed to match the wake deficit of the wind turbine model 

in the case of low freestream turbulence intensity. On the other hand, the high 

freestream turbulence intensity case showed that the porous disc's wake deficit gets 

significantly close to the wake decay rate of wind turbine models. Aubrun et al. 

[34]conducted an experimental study under decaying isotropic turbulence and 

atmospheric boundary layer conditions and discovered that the porous disc reflects 

the characteristics of a wind turbine wake under atmospheric boundary layer 

conditions at three diameters downstream. Lignarolo et al. [35] used Particle Image 

Velocimetry in another investigation and discovered that by matching the diameter 

and thrust coefficient, the models produce equivalent wake expansion and energy 

extraction. Camp and Cal [36] investigated the mean kinetic energy transmission 

across the wind farm using wind tunnel testing using an array of model wind turbines 

and porous discs and discovered that the porous disc array could approximate the 

mean kinetic energy transport. Neunaber [37] also evaluated the wake characteristics 

of a porous disc and a model wind turbine under different inflow conditions with 

varied turbulence intensity levels and discovered that the porous disc and model wind 

turbine exhibit identical wake characteristics up to 4 diameters downstream. 

Nakashima et al. [38] studied the effects of tip speed ratio on the wake of wind 

turbines using LiDAR. Results show that a lower tip speed ratio has faster wake 

recovery than higher ones. Furthermore, Berger et al. [39] studied the effects of 

dynamic inflow due to gust. A 1.8 m diameter wind turbine was subjected to a 

uniform gust using an active grid. Dynamic load data were obtained using strain 

gauges as well as radially resolved axial velocities 2D LDA. Results show that the 

amplification of the induced velocity caused by gust causes reduced load amplitudes, 

thus, lowering the fatigue load. In addition, Yigili et al. [40] investigated the effects 

of transverse gust generated using a vane-type gust generator on the wake of the 
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porous disc as well as wind turbine models. Results were obtained using phase-

locked two-dimensional two-component particle image velocimetry. Findings 

suggest that the difference between the wake of the porous disc and wind turbines is 

small in the near wake. However, the difference increases as the flow develops 

further downstream. El Makdah et al. [41] studied the effect of an axial gust on a low 

inertia rotor using time-resolved particle image velocimetry. Results show that the 

power output of the rotor increased under gust in comparison to steady-state power 

output. The results further indicate the tip and trailing edge vortices circulation 

increases during the gust. 

1.4 Thesis Objective and Outline 

This study aims to study the effects of different inflow conditions on the wake of 

wind turbines, namely, freestream turbulence intensity and gust. Furthermore, the 

near wake response of a wind turbine model under stream-wise gust is studied for 

three different tip speed ratios. Two-dimensional two-component (2D2C) particle 

image velocimetry (PIV) was used to characterize the effects of freestream 

turbulence intensity on the wake of a wind turbine model and a porous disc. A 

passive grid was used to generate the turbulence for the medium turbulence intensity 

case. EOG was generated using an active grid to understand further the effects of 

EOG on the wake of a wind turbine model. A single-wire hotwire was used to 

characterize the temporal variation of the EOG gust fully; then, the 2D2C PIV 

technique was used to characterize the spatial characteristics of the flow at selected 

instances relative to the gust event. The inflow was characterized at the rotor position 

5.2 m downstream from the active grid. In addition, the wake measurements were 

conducted using Two-dimensional two-component (2D2C) particle image 

velocimetry (PIV) to cover a range from 0.35 diameters to 3.5 diameters downstream 

of the rotor at the selected time instances for the inflow.  
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Chapter 2 entails information about the active grid and the experimental facility. 

Furthermore, it explains the programs developed to obtain the measurements. 

Finally, it describes the wind turbine model and porous disc and gives information 

about the experimental setup. In addition, Chapter 3 discusses the results of the wake 

measurements under gust. Finally, the conclusions are stated in Chapter 4. 
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CHAPTER 2  

2 Methodology 

2.1 Wind Tunnel & Active grid  

This subsection provides information about the wind tunnel where the measurements 

were conducted. It further entails the active grid design details. In addition, it will 

discuss the validation of the active grid. 

2.1.1 Wind tunnel 

Measurements were performed in the C3 open-return suction-type boundary layer 

wind tunnel located at the METU Center for Wind Energy Research (METUWIND), 

shown in Figure 2.1. This wind tunnel has a cross-sectional area of 1x1 m2, with an 

8 m long test section made of Plexiglass to allow for optical access. The contraction 

ratio of the wind tunnel inlet is 1:5. Air suction is provided by using a 1.2 m diameter 

axial fan, which is driven by a 45 kW electric motor. The tunnel has a maximum 

inflow velocity of 25 m/s. The baseline turbulence intensity within the test section 

(without the active grid) is below 0.35%.   
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Figure 2.1. METU C3 open-return boundary layer wind tunnel facility at the center 

for Wind Energy Research (METUWIND).  

2.1.2 Active grid design 

The active grid used in this experiment is designed in the Makita style with a mesh-

to-wind tunnel width ratio of M/W=10 to ensure a uniform flow. It consists of ten 

horizontal and ten vertical rods, with nine diamond-shaped flaps mounted in the 

center and two half flaps mounted on the edges of the rods. The flaps are made of 

aluminum (5000 series) and measure 94.75 mm in diagonal length and 2 mm in 

thickness. The rods are 1000 mm in length, 10 mm in diameter, and made of 1.2210 

steel for added rigidity. The active grid chassis is made of aluminum (5000 series) 

and features sigma profiles made of aluminum attached to the outside to support the 

chassis and integrate it into the wind tunnel. The rods are actuated by 20 servo motors 

with a rated torque of 1.27 Nm, allowing them to rotate independently. The active 

grid has a minimum blockage of 21% in the open configuration (i.e., all flaps are 

wide open) and a maximum blockage of 89% (i.e., all flaps are closed), both of which 

are displayed in Figure 2.2. Table 2.1 summarises the design specifications of the 

active grid. Figure 2.3 shows the computer-aided drawing (CAD) of the integrated 

active grid in the C3 wind tunnel. A detailed study of the preliminary design of the 

active grid and the motor sizing is included in [42]. 
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Figure 2.2. Active grid in the closed configuration (on the left) and the open 

configuration (on the right)  

 

 

 

 
 

Figure 2.3. The rendered drawing of the active grid integrated into the wind tunnel 

facility. 
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Table 2.1 Design specifications of the active grid 

 
 

2.1.3 Active grid validation 

2.1.3.1 Protocols to generate high turbulence intensity  

The active grid was validated by reproducing the result obtained from other active 

grids available in the literature. The experimental setup shown in Figure 2.4 was set 

up for the preliminary measurements made with a single wire hot wire sensor. In this 

setup, a pitot-static tube and a single-wire hot wire sensor are placed at a distance of 

42.2M to be compared with Hearst et al. [26] as the measurements were conducted 

at a distance of 40M in his study (M represents the width of a pore of the active grid) 

from the active grid in the wind tunnel test section where M≅100 mm. The dynamic 

pressure values obtained from the pitot-static tube and the air density value obtained 

by using the temperature/humidity sensor and absolute pressure sensors were used 

to obtain the flow velocity in the tunnel test section. Calibration of the hot wire sensor 

was also carried out using velocity measurements made with a pitot-static tube in the 

tunnel to avoid large differences in freestream temperatures between the calibration 

and the actual measurement. Pitot-static tube measurements were made at 2 Hz data 

Minimum blockage [-] 21% 

Maximum blockage [-] 89% 

Rod diameter [mm] 10 

Flaps thickness [mm] 2 

Flaps diagonal length [mm] 94.75 

Length of active grid’s frame [mm] 1120 

Active grid frame depth [mm] 300 

Aluminum plate thickness [mm] 15 
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acquisition frequency, and hot wire measurements were made at 10 kHz data 

collection frequency. The total measurement time was determined as 60 seconds. 

 
𝑇𝑞 =

(〈𝑢2〉 + 2〈𝑣2〉)1/2

31/2 < 𝑈 > 
 

(2.1)  

 

Equation 2.1, taken from Hearst et al. [26], is used to calculate the resultant 

turbulence intensity using an X-wire hotwire sensor. In this equation, u and v are the 

velocities in the x and y directions of the measured turbulence velocities, and <U> 

refers to the temporal mean. The upwash velocity in the y direction and velocity in 

the z direction is also assumed to be equal to the upwash velocity in the y direction 

using the isotropic flow assumption, so the denominator in the above equation is 

multiplied by two and included in the calculation. A single hot-wire sensor was used 

to conduct the measurements. The single hot-wire sensor used in the current study 

measures the resultant of the two perpendicular velocity components acting 

perpendicular to the wire. Equation 2.2 is used to calculate the turblence intensity for 

a single hot-wire sensor based on the assumptions that turbulence has an isotropic 

character at the measurement point and that the fluctuations in different directions 

generated by the active grid system are highly correlated in time. The factor in the 

denominator is for two velocity components so that the turbulence intensity values 

obtained from the single-wire sensor are taken into account in order to be compared 

with the overall average values presented by Hearst et al. [26].  

 

Tq,sw =
(〈u2〉 + 〈v2〉)1/2

21/2 < U > 
 

 

(2.2)  
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The comparison of the total turbulence intensity values obtained after these 

assumptions is presented in Table 2.2. As a result of this comparison, it is observed 

that approximate values are obtained in terms of turbulence intensity despite the 

strong assumptions. Although there are larger differences in some cases, the fact that 

the turbulence intensity changes according to the Rossby number(Ro = U/𝜔fM) and 

Re numbers are the same as those presented in the literature is considered a strong 

indicator that the active grid system works properly. 

 

Figure 2.4. The experimental setup employed to validate the active grid.  

 

 

Table 2.2 Comparison of active grid validation antecedent tests with turbulence 

intensity values presented by Hearst et al. [26]. 

 

Test Case Active Grid Ro ReM×10
3
 Ω ± ω 

[rpm] 

T ± t 

[s] 

𝑻𝒒 

1 Hearst et al. [26]. 98 23.7 37.5 ± 22.5 2.1 ± 2.0 8.8 

Current study 98 23.6 25.85 ± 15.54 2.1 ± 2.0 10.1 

2 Hearst et al. [26]. 122 29.5 37.5± 22.5 2.1 ± 2.0 8.7 

Current study 122 29.7 25.85 ± 15.54 2.1 ± 2.0 10.2 

3 Hearst et al. [26]. 152 36.8 37.5± 22.5 2.1 ± 2.0 8.7 

Current study 152 36.8 25.85 ± 15.54 2.1 ± 2.0 11.3 

4 Hearst et al. [26]. 182 44.1 37.5± 22.5 2.1 ± 2.0 8.6 

Current study 182 44.6 25.85 ± 15.54 2.1 ± 2.0 12.3 

Single-wire hotwire 

Pitot-static 

tube Travers system 

Single-wire 

hotwire  

Pitot static 

Traverse system 

Active grid  
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Table 2.2 (continued) Comparison of active grid validation antecedent tests with 

turbulence intensity values presented by Hearst et al. [26]. 

 

5 Hearst et al. [26]. 198 47.9 37.5± 22.5 2.1 ± 2.0 8.8 

Current study 198 48.0 25.85 ± 15.54 2.1 ± 2.0 13.3 

6 Hearst et al. [26]. 20 23.2 180 ± 120 2.1 ± 2.0 7.4 

Current study 20 23.6 124± 82.5 2.1 ± 2.0 7.2 

7 Hearst et al. [26]. 25 29.5 180 ± 120 2.1 ± 2.0 8.0 

Current study 25 29.7 124 ± 82.5 2.1 ± 2.0 7.6 

8 Hearst et al. [26]. 32 36.8 180 ± 120 2.1 ± 2.0 8.3 

Current study 32 36.1 124 ± 82.5 2.1 ± 2.0 8.4 

 

2.1.3.2 Blockage characterization  

One of the most critical parameters in active grid systems is the changing blockage 

and the corresponding tunnel test section flow rate. For this reason, Knebel et al. [43] 

changed the fin angles in a quasi-static manner in the active grid system; they 

designed and measured the tunnel velocity corresponding to the angles of the flaps 

using a hotwire sensor placed in the middle of the test section. In this context, the 

attack angle of the flaps α was changed at a certain angle ranging between -20 

degrees and 120 degrees. The measurements were conducted at 12 mesh lengths 

downstream. A similar experiment was carried out at two different tunnel flow rates 

in the RÜZGEM active grid system. By utilizing pitot-static tubes placed at 4.2m 

upstream and 41.4M downstream positions of the active grid, total, static, and 

dynamic pressure measurements were performed at these points. The angles of all 

flaps were changed at 4-degree intervals, and pressure data were collected for 50 s 

at a data acquisition frequency of 10 Hz for each flap angle. The pressure data were 

collected to characterize the pressure loss coefficient at each flap angle. Furthermore, 

a single-wire hotwire was used to characterize the velocity variation as well as 

turbulence intensity in response to the angular variations of the flaps. The sampling 
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frequency of the hotwire measurements was 10 kHz, and it was taken for 50 s.  In 

these tests, the flow velocity in the tunnel test chamber was defined as the reference 

velocity (𝑉𝑟𝑒𝑓) when the wings were fully open and were set as 8.5 m/s and 12.1 m/s, 

respectively. In order to make a proper comparison, the measured test chamber 

velocity values are normalized with the test section flow velocity when the flaps are 

fully open. The variation of the dimensionless flow velocity in the test chamber 

according to the flaps angle is shown in Figure 2.5. In this graph, the zero-degree 

flaps angle (α=0°) corresponds to the case in which all flaps are fully open. 

 

 

 Figure 2.5. Variation of dimensionless test section velocity with flaps angle: 

Measurements were made at motor fan speeds corresponding to 8.5 m/s (using pitot-

static tube and hotwire) and 12.1 m/s when the blades were fully open and compared 

to the results of Knebel et al. [43]. 

 

Experiments at different speeds give approximately identical speed drop values at 

the same blade angles. However, the characteristics of the open-loop suction-type 

wind tunnel used in this study are inherently different from the closed-loop open-test 

section wind tunnel used by Knebel et al.[43]. Furthermore, the total pressure loss 

created by the active grid at different flaps angles is expressed as the total pressure 

loss coefficient and calculated as follows. 
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𝐶𝑝,𝑙𝑜𝑠𝑠 =

𝑃𝑡,𝑖𝑛𝑙𝑒𝑡 − 𝑃𝑡,𝑡𝑒𝑠𝑡 𝑠𝑒𝑐𝑡𝑖𝑜𝑛

1
2 𝜌𝑉𝑡𝑒𝑠𝑡 𝑠𝑒𝑐𝑡𝑖𝑜𝑛

2
 (2.3)  

The total pressure loss coefficient at different angles is shown in Figure 2.6. 

 

 

Figure 2.6. Variation of the total pressure loss coefficient according to the angle of 

the flaps: Measurements were made at motor fan speeds corresponding to 8.5 m/s 

and 12.1 m/s when the blades were fully open (𝛼 = 0°).  

 

While the variation of the blade angle does not cause a significant loss in the first 20 

degrees, it increases exponentially after this angle. This increase lasts up to 

approximately 75 degrees, then a relatively irregular change, first decreasing and 

then rising, is observed. A similar trend was found by Knebel et al. [43], as shown 

in Figure 2.6. In their active grid system, this irregular behavior is observed after 78 

degrees. This is likely due to the efficiency of the tunnel fan dropping while 

operating under such high blockage conditions. The pressure loss coefficient can be 

used to estimate the effective angle for different active grid protocols. This could be 

helpful in an open-loop suction-type wind tunnel. Additionally, the velocity 

variation, as well as the turbulence intensity in response to the variation of the 

angular position, can be implemented in the form of a transfer function to tailor the 

flow. Knebel et al.[43] and Neuhaus et al. [17] used a similar method to tailor the 

flow and generate several temporal gust profiles. Figure 2.7 shows the variation of 
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the turbulence intensity and the normalized test-section velocity as a function of the 

angle of the flaps. One can see that the turbulence intensity starts increasing with the 

decrease in test-section velocity as the turbulence intensity. In the fully open position 

i.e., 𝛼 = 0°, the turbulence intensity is 2%. The turbulence intensity increases 

sharply after 𝛼 = 35° to reach the maximum value of 30% at 𝛼 = 75°. the turbulence 

intensity decreases again to reach 6%. 

 

 

 
 

Figure 2.7. Variation of the test-section velocity on the left y-axis and turbulence 

intensity on the right y-axis according to the angle of the flaps: Measurements were 

made at motor fan speeds corresponding to 8.5 m/s when the blades were fully 

open. 

 

2.2 Active grid and the wind tunnel control system 

The active grid motor drivers are connected to a CompactRIO-9047 real-time 

controller via EtherCAT communication protocol. This allows for a swift and 

accurate control of the motors at high frequencies, which are needed for the active 

grid application. There are two modules mounted on the CompactRIO-9047 real-

time controller; the first is an analog current input module, which is connected to the 

temperature & humidity sensor, the absolute pressure sensor, and the differential 

pressure sensor. The second is an analog current output module which is connected 
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to the fan driver. Figure 2.8 shows the connection diagram for the active grid-wind 

tunnel integrated control system.  

 

 

Figure 2.8. Active grid - wind tunnel integrated control system connection diagram 

 

 

Additionally, two pitot-static tubes are connected to a pressure scanner which is 

connected to the wind tunnel operating computer. One of the pitot-static tubes is 

placed 1 m upstream of the grid, and the other is placed 4 m downstream of the grid. 

LabVIEW 2021 32 bits was used to develop the software that runs the wind tunnel, 

the active grid as well as additional acquisition software. The software are grouped 

in one LabVIEW project so that global variables can be shared between different 

programs running simultaneously. This feature allowed for the digital 

synchronization of several measurements and the use of several parameters in other 

codes.  
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2.2.1 Wind tunnel control 

The aforementioned configuration allows for five different modes of operation of 

the wind tunnel.  

• Fan RPM control  

This mode corresponds to an open loop mode of control designed to rotate the 

wind tunnel fan at a constant rpm. 

• Constant inlet velocity  

This mode of control ensures that the specified velocity of the active grid 

inflow is constant. 

• Constant inlet Reynolds number  

This control mode ensures that the chosen Reynolds number of the active grid 

inflow is constant. 

• Constant test-section velocity  

This control mode ensures that the specified velocity within the test section is 

constant. 

•  Constant test-section Reynolds number 

This control mode ensures that the specified Reynolds number within the test 

section is constant. 

Error! Reference source not found.  shows the user interface of the wind tunnel c

ontrol software which is developed using LabVIEW 2021 32 bits. This program 

sends the inputs to the embedded code running on the real-time controller. The 

real-time controller code has a PID control loop that allows the aforementioned 

modes of control. The PID control loop is shown in Figure A.3. Furthermore, 

this software sends the tunnel parameters to be displayed or saved in the GUI of 

the tunnel and other software.  
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2.2.2 Active grid control 

For the active grid software, there are three defined control modes: the "servo on" 

mode, which allows the servo motors to stay in a fixed position by applying the 

required amount of torque; the "servo off" mode, which allows the motors to be 

released by cutting the power from the driver; and the "position trigger" option, 

which enables the realization of motion protocols, that are also embedded in the 

LABVIEW software interface. The interface is capable of controlling each motor 

position, which can be used for blockage manipulation. The zero position of the 

motors (fully open configuration) was aligned using precise laser measurements. 

This position is embedded in the absolute encoder to ensure that the motor's zero 

position does not get lost. Additionally, the interface has different motion protocols, 

which are taken from the literature 

• Single random asynchronous motion mode 

In this protocol, each motor rotates at constant angular velocity for a random 

period of time, then rotates in the opposite direction with the same angular 

velocity for another random period of time. The random period of time has an 

upper and lower limit which can be prescribed in the software. 

• Double random asynchronous motion mode 

In this protocol, each motor rotates at random angular velocity for a random 

period of time, then turns in the opposite direction with a random angular velocity 

for another random period of time. The random period of time has an upper and 

lower limit which can be prescribed in the software. On the other hand, the 

angular velocity has a Gaussian distribution. The mean of the angular velocity 

and the standard deviation are required inputs in the software. The graphical user 

interface of the active grid motion control software for the random asynchronous 

modes can be seen in Error! Reference source not found.. 

• Step gust  
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In this protocol, the motors go from their prescribed initial positions to the 

prescribed final positions. However, there are three different time parameters to 

be defined, the first being the time between cycles which determines the time 

between each square pulse. This parameter determines the time between the 

flap’s actuation from the initial position to the final position. There are two 

boolean buttons in the user interface. The first one is “Gust On,” which triggers 

the flaps actuation and sends a trigger signal to other measurement programs -to 

be discussed in the upcoming subsection-. The second button is “Enable external 

trigger”; this button is used to enable another software to trigger the gust events. 

The graphical user interface of the active grid motion control software for the 

random asynchronous modes can be seen in Figure A.5. 

2.2.3 Additional measurements programs  

The measurements needed for this study required the development of additional 

programs, some of which are essential to the measurements; the rest serve the 

purpose of automating the measurement process in order to save time and eliminate 

human error.  

2.2.3.1 Calibration of hot-wire anemometer 

The software was developed to calibrate the hot-wire anemometer within the tunnel. 

The software does so by simply curve-fitting the velocity from the pitot tube with 

the measured voltage from the hotwire. The hotwire is connected to a multichannel 

CTA, which in turn is connected to a NI voltage analog input card mounted onto NI-

DAQ that allows the software to acquire the voltage measured. The software sends 

the desired velocity to the real-time controller software, which ensures that the 

velocity measured by the pitot-static tube is reached. Consequently, the software 

waits until the velocity reaches a steady state, then starts collecting the voltage from 

the hot-wire with a frequency of 10 kHz for the 60 s, then moves to the second point. 
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The number of points required is an input in the software as well, and the distribution 

of the given velocity is logarithmic to ensure more points at lower velocities than at 

higher ones. The interface can be seen in Figure A.6. 

2.2.3.2 Hot-wire measurement software  

This software was developed specifically to measure the velocity using hotwire in 

parallel to the active grid motion. This is achieved by sending a digital trigger signal 

via a global variable that triggers the motion of the active grid and the signal 

acquisition of the hotwire. The software uses the calibration polynomial equation 

from the hotwire calibration software. The interface can be seen in Figure A.7. 

2.2.3.3 Load cell measurement software  

This software was developed to enable taking synchronized load measurements with 

the active grid motion. This was achieved using the same digital trigger signal used 

for the hot-wire measurement software. This software is compatible with ATI load 

cell FT17967, which is connected to a NI voltage analog input card mounted to NI-

DAQ that allows the software to acquire the voltage measured. This voltage is 

converted to forces using the calibration file matching the aforementioned load cell. 

The interface can be seen in Figure A.8. 

2.2.3.4 Flaps monitoring software  

This software allows the monitoring of the selected rod’s angular position as well as 

angular velocity. Additionally, it allows the user to monitor the tunnel parameter, 

such as the inlet velocity as well as the test section velocity. This software saves the 

values either by use of the digital trigger or the save button in the interface. The 

interface can be seen in Figure A.9. 
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2.2.3.5 Measurements automating software 

This software allows for the automating process of the hotwire measurements. The 

software first sends a trigger signal to the active grid control software that should 

have the external trigger enabled. Followingly, it sends another trigger to stop the 

measurements after the prescribed time, which depends on the frequency as well as 

the number of samples in the aforementioned programs. The software then proceeds 

to move the traverse with a prescribed distance. Subsequently, the software triggers 

the measurements again and the loop runs until the number of required traverses is 

achieved. The interface can be seen in Figure A.10. Figure 2.9 elucidates how the 

coded programs communicate with each other. 

 

Figure 2.9 The communication flow between programs. 

2.3 Experimental details 

2.3.1 Wind turbine  

The wind turbine model used in this experiment has a diameter of 120 mm. The 

blades of the wind turbine model are fabricated from aluminum and have a constant 
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thickness of 0.5 mm. Furthermore, the blades have a root twist of 22o that varies to 

reach 15o at the tip. The wind turbine model runs employing a brushless DC motor 

which is controlled by an Arduino controller. The motor is placed within the nacelle 

for angular velocity control. Both the nacelle and the hub were printed using a 3D 

printer with PLA+ filament. Table 2.3 elucidates the wind turbine properties. 

Table 2.3 Properties of the used wind turbine model. 

 

 

 

 

2.3.2 Porous 

Disc 

The porous disc utilized in this experiment is a radially non-uniform porous disc. 

The reason behind the non-uniformity of the disc is to replicate the twist as well as 

the taper ratio of a wind turbine model. The porous disc has a diameter of 120 mm, 

a thrust coefficient of 0.64, and an axial induction factor of 0.2. Table 2.4 

summarizes the porous disc properties, and Figure 2.10 shows the models used in 

the experiments. 

Table 2.4 Porous disc properties 

 

 

 

 

Radius 60 mm 

Hub Radius 5.4 mm 

Taper distribution  Linear 

Material Aluminum 

Twist Angle  15º-22º root to tip 

Radius 60 mm 

Hub Radius 5.4 mm 

Porosity Non-uniform 

Material Plywood 
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Figure 2.10 The porous disc and the wind turbine model used in the experiment. 

2.3.3 Experimental setup for freestream turbulence intensity study  

In order to study the effects of freestream turbulence intensity on the wake of wind 

turbine models as well as porous discs, two inflow conditions were selected. The 

first is under uniform inflow, where the inflow Reynolds number is kept constant at 

100k, and the freestream turbulence intensity is 0.5%. This case is labeled as low 

ambient turbulence intensity (LTI). The second is under homogenous isotropic-

generated turbulence by using a passive grid. The ambient turbulence intensity 

generated is 4.5%, and the inflow Reynolds number is kept at 100k. This case is 

labeled as medium ambient turbulence intensity (MTI). Figure 2.12 shows the used 

passive grid integrated within the C3 wind tunnel. The inflow was characterized 

using single-wire hotwire measurements with a 10 kHz sampling frequency for a 

duration of 30 s. The integral length scale in the MTI cases is estimated to be 0.071m. 

The thrust coefficient of the resulting four cases is kept constant. This was achieved 

by varying the tip speed ratio of the wind turbine model. The resultant tip speed ratio 

is 1.9.  

The thrust was obtained by use of a control volume analysis and force sensor 

measurements. For the control approach, a Pitot-static tube was traversed vertically 



 

 

31 

at a downstream distance of x=6.2D and x=6.7D for the wind turbine model and 

porous disc, respectively, to measure the velocity as well as the static pressure. The 

static pressure and the total pressure profiles for both models can be seen in Figure 

2.11. The pitot-static tube within the test section (mentioned in sec. 2.2.1) was used 

to achieve the inflow velocity and the static pressure. For the direct measurement of 

thrust, an ATI Omega load cell was used. Consequently, the thrust coefficient was 

calculated using the following equation. 

 

𝐶𝑇 =
𝑇

1
2 ρU∞

2  𝐴
 

 

(2.4)  

where T is the thrust force of the rotor, ρ is the density of air, U∞  is the inflow 

velocity, and A is the area of the rotor. The thrust coefficient of the porous disc and 

the wind turbine model under both inflow conditions are summarized in Table 2.5. 

Table 2.5 The thrust coefficient of the test cases. 

Test Cases Thrust Coefficient (𝐶𝑇)-(loadcell) Thrust Coefficient (𝐶𝑇) 

WT-L_TI 0.6 0.51 

WT-M_TI 0.6 0.51 

PD-L_TI 0.62 0.59 

PD-M_TI 0.59 0.59 

 

The discrepancies between the thrust from the control volume approach and the 

loadcell measurements are likely to arise from the interaction between the tower 

wake and disc wake, which cannot be completely eliminated due to the inherent 

physical requirements of the experiment. 
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PD_L_TI WT_L_TI 

Figure 2.11 Static and total pressure profiles for both models under low freestream 

turbulence intensity. 

 

 

Figure 2.12 Picture of a passive turbulence grid installed at the test section inlet. 

2.3.4 Experimental setup for the gusty inflow study 

To generate the inflow gust, the wind tunnel controller was set to operate at constant 

RPM that corresponds to an inflow velocity of 6.5 m/s to the active grid. The vane’s 

angular positions were varied from 52o to 31.5o, where adjacent flaps will be pointing 

in opposite directions to avoid flow directionality. The angular positions were chosen 
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based on the blockage characterization in section 2.1.3. The vanes have a uniform 

angular distribution of local blockage. This allows the flow to be uniform except for 

regions close to the wall. Consequently, a single-wire hot-wire sensor was placed 5.2 

m (i.e., x/M=52.2) downstream of the active grid and 500 mm from the bottom wall. 

The sampling frequency of the hot-wire probe was 1 kHz, and 600k samples were 

taken. This corresponded to 120 Gust events in the case of the triangular gust 

temporal distribution (discussed in the next paragraph). Figure 2.13 shows the setup 

used to take the measurements. In addition, phase-locked two-dimensional two-

component (2D2C) particle image velocimetry (PIV) was used to characterize the 

spatial evolution of the gust upstream of the wind turbine model and to perform the 

wake measurements. 

The temporal profile of the EOG gust was simplified to a triangular gust with a 

matching gust ratio. The gust selected is representative of a gust incident on a class 

A-I commercial HAWT with a diameter of 90 m and a hub height of 100 m. The 

width of the produced gust is 2s. This value is in the same order of magnitude as the 

EOG gust of a period of 4s. The reason behind the discrepancy is that the temporal 

profile of the EOG includes a pre-dip of the gust, which was eliminated in the 

simplified case. Figure 2.14 shows the produced gust profile with the scaled EOG 

profile. The time between consecutive gust events was set to 4 s to ensure that the 

flow returned to a steady state before perturbing the flow again. The study includes 

a top hat temporal distribution with a 5s width as well. The time between two 

consecutive gust events in this temporal distribution is set to be 5 s to ensure 

symmetry and that a steady state is achieved before flow perturbation. The aim 

behind studying such a profile is to first understand the effects of such temporal 

distribution on the wake of the wind turbine model. Furthermore, it will be used to 

compare the effects of gust profiles with a matching rise and dip time on the wake 

of the wind turbine model. Hence, the instances chosen to phase-lock the particle 

image velocimetry measurements in both gust profiles correspond to each other. In 

other words, the are at the same time relative to the start of the gust event. Figure 

2.15 shows the temporal distribution of the two gust profiles for 20 seconds. The 
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dashed lines show the selected instances to phase-lock the inflow as well as the wake 

measurements. 

 

Figure 2.13 The setup used to measure the gust profiles.  

 

Figure 2.14 The produced gust profile in comparison with the scaled EOG. The right 

Y axis is the vane’s angular positions in degrees. The Y-axis on the left is the 

normalized velocity.  

 
a) 
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Figure 2.15 a) shows the triangular temporal gust profile and the corresponding 

vane’s angular position in time. b)  shows the top hat temporal gust profile and the 

corresponding vane’s angular position in time. 

The normalized streamwise and transverse velocity fields for the triangular gust at 

the prescribed instances are presented in Figure 2.16. In addition, Figure A.11 shows 

the streamwise and transverse velocity contours for the top hat gust. The field of 

view of the measurements covers from -1D to -0.6D relative to the position of the 

rotor in the streamwise direction and from -0.8D to 0.8D in the vertical direction. 

Consequently, one can see that the two generated gust profiles by the active grid are 

pure streamwise gusts without transverse components, which were achieved by 

having adjacent flaps pointing in opposite directions and having the measurements 

at a sufficient distance downstream of the active grid. Furthermore, the resulting 

generated gust profiles have a gust ratio of GR=1.5. where GR=U/U∞. 

b) 
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Figure 2.16 Streamwise velocity contour and transverse velocity contour for the 

triangular gust at different instances relative to the gust. 

 

The effects of streamwise gust with a triangular temporal distribution on a wind 

turbine were studied using different tip speed ratios corresponding to three 

comparable thrust coefficients, namely, CT TSR=1.0=0.905, CT TSR=2.0 =0.885 and 

CTTSR=3.1=0.812. An ATI load cell was placed at the bottom of the tower to measure 

the thrust of the wind turbine with the tower effects. The selected tip speed ratios are 

shown in Figure 2.17. The wind turbine was operated with a tip speed ratio of 2 under 

the top hat gust profile to be compared with the corresponding triangular gust case 

at the same tip speed ratio. The PID controller of the wind turbine was set to operate 

at a constant angular velocity under gust inflow. Additionally, the load cell was used 

to measure the dynamic effects on the thrust coefficient. The acquisition frequency 

was set to 10 kHz and the data were collected for 100 s. A moving average filter was 

applied with a window size of 50 ms and the force data was then averaged for 20 

gust events. 
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Figure 2.17  The variation of the thrust coefficient with tip speed ratio under a 

uniform inflow of 6.5 m/s. 

 

2.3.5 Experimental setup for the PIV measurements  

Two-dimensional two-component (2D2C) particle image velocimetry (PIV) was 

used for the two measurement campaigns. The same setup was used for both at 

different locations from the tunnel inlet. However, their field of view is different, as 

will be discussed in the following paragraphs. For the wake measurement under gust 

inflow, a NI digital output module was used to trigger the pulses at the desired phase. 

The Dantec Dynamics timer box is used to synchronize the timing of the laser and 

the camera. On the other hand, the New Wave Solo PIV Nd: YAG laser produces a 

laser beam that gets reflected in a mirror and goes through a spherical and a 

cylindrical lens to be converted into a laser sheet of 2 mm thickness in the flow field. 

The Phantom v641 high-speed camera and Nikon-NIKKOR 60 mm lens are used to 

take pictures of the tracer particles, and the DynamicStudio® software processes and 

analyzes these images to determine the velocity of the flow field. Table 2.6 details 

the PIV parameters. 
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Table 2.6 PIV parameters 

 

 

  

 

 

 

Laser Sheet 

Laser type 

Manufacturer 

Model 

Maximum energy 

Wavelength 

Thickness 

Nd: YAG 

New Wave Research 

Solo 120XT 

120mJ/pulse 

532 nm 

≈2 mm 

 

Optics 

Mirrors 

Spherical Lens 

Cylindrical Lens 

Dielectric Mirror, 532 nm 

Plano-convex, 750 mm FL 

Plano-concave, -12.4 mm FL 

 

 

 

Camera 

Sensor type 

Sensor resolution 

Sensor size 

Pixel pitch (size) 

Depth 

Maximum repetition rate 

 

Internal memory buffer 

CMOS 

2560 × 1600 𝑝𝑖𝑥𝑒𝑙2 

25.6 × 16.0 𝑚𝑚2 

10 μm 

12 bits 

1400 fps @ Full resolution 

2500 fps @ 1920 × 1080 

16 GB 

 

Camera Lens 

Manufacturer 

Focal length 

f# (aperture) 

Nikon 

60 mm 

2.8 

 

 

Seeding 

Type 

Nominal diameter 

Seeding generator 

Fog 

≈ 1 μm 

Safex Fog generator 
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2.3.5.1 Freestream turbulence intensity  

Wake measurements under different levels of freestream turbulence intensity were 

taken downstream of the wind turbine model and the porous disc, covering a range 

from 0.5 to 7.0 times the diameter of the turbine. The CAD drawing in Figure 2.18 

shows the layout of the various components in the system. Multiple fields of view 

were used to capture the wake, with overlap between adjacent fields to ensure a more 

accurate measurement, as shown in Figure 2.19. The time between pulses during 

image acquisition was 80 µs, and the frequency of the acquisition was 10 Hz. One 

thousand image pairs were taken for each window to obtain a total averaged vector 

field. The locations of the models used are shown in the figure as a blue rectangle.  

 

Figure 2.18 PIV setup used for the wake measurements under uniform freestream 

turbulence intensity. 
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Figure 2.19 PIV measurements domain under different freestream turbulence 

intensities. 

2.3.5.2 Gust inflow  

A series of experiments were conducted to measure the wake of a wind turbine model 

stream-wise temporal gust profiles. The rotor was placed 5.2m (52.2M) downstream 

of the active grid. Three fields of view were used to capture the flow field, with 

overlap between the fields to improve accuracy. The domain of the measurements 

covered a range from 0.35 to 3.5 times the diameter of the turbine downstream of it. 

The measurements were taken for five instances shown in Figure 2.15. A total of 75 

image pairs were taken for each phase at every field of view to obtain an averaged 

vector field of the wake for each phase. The time between image acquisition pulses 

was 105 µs. The location of the wind turbine model is shown in Figure 2.20, and the 

figure also shows the layout of the various components used in the system. The 

domain of the PIV measurements for the inflow and wake measurements is 

illustrated in Figure 2.21 & Figure 2.22, respectively.  
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Figure 2.20 PIV setup used to characterize the inflow as well as to perform wake 

measurements.  

 

Figure 2.21 PIV measurements domain for the inflow characterization under 

different gust inflow. 
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 Figure 2.22 PIV measurements domain for the wake measurements under different 

gust inflow. 

2.3.6 Uncertainty analysis  

To accurately comment on the flow field variables, it is necessary to evaluate the 

uncertainty of errors in particle image velocimetry (PIV) observations. These 

mistakes are classified into two types: systematic and random. Systematic errors are 

produced by factors such as calibration, temporal particle response, optical 

aberrations, and synchronization, and they may frequently be fixed or ignored. 

Random errors, on the other hand, can fluctuate over time and are generally produced 

by out-of-plane motion, low seeding densities, displacement gradients, and recording 

noise [46]. While some random mistakes may be negligible, the major source of 

these errors is the calculation of particle displacement and related gradients. As a 

result, convergence error, which is dictated by the limited number of samples utilized 

in the calculations, influences the statistical features of the flow field calculated from 

PIV measurements. 
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2.3.6.1 Effect of turbulence intensity  

In this investigation, 1000 vector fields were employed for each case under various 

inflow conditions, with the assumption that these vector fields are independent and 

have a normal distribution. The following equations were utilized to estimate the 

uncertainty in the measurements, where k=1.95, to achieve 95% confidence in the 

measurements. Table 2.7 presents the normalized uncertainty approximates of flow 

quantities for the effect of the turbulence intensity measurement campaign. 

 

(𝜀𝑈)𝑚𝑒𝑎𝑛  =
𝑘 𝜎

𝑁1/2
 (2.5)  

 
 

(𝜀𝑈/𝑈ℎ𝑢𝑏)𝑚𝑒𝑎𝑛 [%] =
(𝜀𝑈)𝑚𝑒𝑎𝑛

Uhub 
 (2.6)  

Table 2.7 The normalized uncertainty estimates for inflow turbulence cases 

Test Cases WT-L-

TI 

WT-

M-TI 

PD-L-

TI 

PD-M-

TI 

(𝜀𝑈/𝑈ℎ𝑢𝑏)𝑚𝑒𝑎𝑛 [%] 0.426 0.565 0.349 0.501 

(𝜀𝑊/𝑈ℎ𝑢𝑏)𝑚𝑒𝑎𝑛 [%] 0.427 0.500 0.325 0.395 

2.3.6.2 Gust inflow  

• Hotwire inflow measurement  

In this investigation, 60 gust events were employed for the top hat gust case and 

120 gust events in the case of triangular gust. Equation 2.5 and Equation 2.6 were 

used to estimate the uncertainty. 
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Table 2.8 The normalized uncertainty estimates for the hotwire measurements of the 

streamwise gust inflow. 

Test Cases TR TH 

(𝜀𝑈/𝑈∞)𝑚𝑒𝑎𝑛 [%] 0.470 0.664 

 

• Inflow PIV measurements  

In this investigation, 75 vector fields were employed for each case under 

various inflow variables, with the assumption that these vector fields are 

independent and have a normal distribution. Equation 2.5 and Equation 2.6 

were used to estimate the uncertainty under gust inflow at the instance where 

the gust peak occurs but normalized using 𝑈∞, which is the inflow velocity 

before the gust event. 

Table 2.9 The normalized uncertainty estimates for the PIV measurements of the 

streamwise gust inflow. 

Test Cases TR TH 

(𝜀𝑈/𝑈∞)𝑚𝑒𝑎𝑛 [%] 0.623 0.727 

(𝜀𝑊/𝑈∞)𝑚𝑒𝑎𝑛 [%] 0.867 1.108 

 

• Wake PIV measurements 

In this investigation, 75 vector fields were employed for each case under 

various inflow variables, with the assumption that these vector fields are 

independent and have a normal distribution. Equation 2.5 and Equation 2.6 

were used to estimate the uncertainty under gust inflow at the instance where 

the gust peak occurs but normalized using 𝑈∞ which is the inflow velocity 

before the gust event. 
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Table 2.10 The normalized uncertainty estimates for the PIV wake measurements 

under streamwise gust cases. 

Test Cases TRTSR=1 TRTSR=2 TRTSR=3 THTSR=2 

(𝜀𝑈/𝑈∞)𝑚𝑒𝑎𝑛 [%] 3.14 3.04 3.13 3.26 

(𝜀𝑊/𝑈∞)𝑚𝑒𝑎𝑛 [%] 3.30 3.21 3.29 3.45 

 

• Time-resolved thrust coefficient measurements  

In this investigation, 20 gust events were employed for both gust cases. The 

mean of the thrust coefficient at the gust peak was used to normalize the error. 

Table 2.11 The normalized uncertainty estimates for the dynamic thrust 

coefficient. 

Test Cases TRTSR=1 TRTSR=2 TRTSR=3 THTSR=2 

(𝜀𝐶𝑡/𝐶𝑡)𝑚𝑒𝑎𝑛 [%] 7.84 7.23 5.67 8.34 
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CHAPTER 3  

3 Results 

This chapter entails the results of the two experimental campaigns. The first 

subsection discusses the effects of ambient turbulence intensity on the decay 

characteristics of wind turbine models and porous discs. The second subsection 

discusses the effects of streamwise gust on the near wake of the wind turbine model 

for three different tip speed ratios. Furthermore, the chapter discusses the effects of 

the temporal gust profile on the wake of wind turbines for the same tip speed ratio. 

3.1 Effects of freestream turbulence intensity  

3.1.1 Mean Wake Flow Field 

Figure 3.1 presents the normalized velocity deficit contours in the streamwise 

direction up to 7 times the diameter downstream for the wind turbine model and the 

porous disc. The velocity deficit is symmetrical around the centerline, indicated by 

a dashed black line in Figure 3.1, and decreases downstream from the rotor. One 

should note that there is a small difference in the thrust coefficient of both models 

based on the control volume approach, as discussed in section 2.3.3. Thus, the 

comparison of the decay rate of both models will be discussed with caution. 

However, one should also note that the wake decay rate is not a strong function of 

the thrust coefficient based on the wake growth rate’s exponent in the new Ishihara 

model [48].  In the low turbulence intensity case, the near wake of the porous disc 

diffuses faster than the wind turbine model, specifically between 0.5 and 1.5 times 

the diameter downstream. This is likely due to the porous disc acting like a passive 

grid, which allows for better mixing. However, the far wake of the porous disc 

diffuses slower than that of the wind turbine model. The reason behind that is the 
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turbulence generated by the breakage of tip vortices in the case of a wind turbine 

occurs later downstream. This enhances the wake recovery for the wind turbine in 

the far wake. Moreover, in the case of higher inflow turbulence, both the wind 

turbine model and the porous disc have faster wake diffusion than in the case with 

low inflow turbulence due to the turbulence mixing characteristics. In the wake 

region close rotor, the porous disc has a higher velocity decay rate than the wind 

turbine model, similar to the case with the lower freestream turbulence. However, 

the wind turbine model still has faster wake diffusion overall, even though the 

contour levels of both cases are similar in the far wake region.  
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WT-L_TI WT-M_TI 

  

(a)  

 

(b) 

 

PD-L_TI PD-M_TI 

  

(c) (d) 

Figure 3.1 Velocity deficit contours in streamwise direction: (a) Wind turbine-low 

turbulence intensity, (b) Wind turbine-medium turbulence intensity, (c) Porous disc-

low turbulence intensity, and (d) Porous disc-medium turbulence intensity. Dashed 

black lines mark the centerline of the rotor.  

 

Figure 3.2 shows contours of normalized vorticity in the out-of-plane direction in the 

wake of the wind turbine model as well as the porous disc for various freestream 

turbulence intensity levels. When the freestream turbulence intensity is low, the two 

models exhibit a slightly uneven distribution in vorticity. The vorticity in the wind 

turbine case extends up to 5 diameters downstream in the case of low freestream 

turbulence intensity. The increase in freestream turbulence enhances the diffusion of 

the vorticity field so that it diffuses after four diameters downstream in the case of 

medium turbulence intensity. On the other hand, the vorticity in the porous disc 

under low freestream turbulence intensity decreases gradually and extends over a 

larger area. The increases in turbulence intensity diffuse the vorticity after five 
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diameters downstream. The vorticity in the wake of the wind turbine is higher in the 

region close to the rotor and lower in the far wake compared to the vorticity in the 

wake of the porous disc. However, it should be noted that the wind turbine's hub and 

nacelle contribute to the increased vorticity downstream of the wind turbine model. 

These factors together lead to higher vorticity in this area.  

 

 

WT-L_TI WT-M_TI 

  

(a)  

 

(b) 

 

PD-L_TI PD-M_TI 

  

(c) (d) 

Figure 3.2. Vorticity contour in the out-of-plane direction (a) Wind turbine-low 

turbulence intensity, (b) Wind turbine-medium turbulence intensity, (c) Porous disc-

low turbulence intensity, and (d) Porous disc-medium turbulence intensity. Dashed 

black lines mark the centerline of the wind rotor. 

 

Figure 3.3 shows the normalized streamwise velocity deficit profiles extracted at 

different downstream locations (x=3D, 5D, and 7D) for the porous disc and the wind 

turbine at two different freestream turbulence intensity conditions. The figures show 

that when the freestream turbulence intensity level is increased, there is a drop in the 
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maximum velocity deficit levels for both the turbine and the disc. The figures also 

show that in the far wake region at x=5D and for the low freestream turbulence 

intensity condition, the maximum velocity deficit for the wind turbine is reduced to 

about 33% of its value at x=3D, whereas for the disc, it only dropped to about 16% 

of the value at x=3D, indicating that the wind turbine wake decays significantly faster 

compared to the wake of the porous disc. This result is less pronounced at increased 

freestream turbulence intensity levels such that the reduction in maximum velocity 

deficit levels from x=3D to x=5D are 33% and 25% for the wind turbine and the 

porous disc, respectively, showing again that also under increased freestream 

turbulence conditions wind turbine wake decays substantially faster. The figures also 

show that as we go further downstream to x=7D, the decay of the disc wake slows 

down, especially for the low freestream turbulence case. The peak value of the 

velocity deficit is reduced by only about 37% compared to the value at x=3D for the 

disc, whereas another 55% reduction is observed for the turbine. These results 

indicate that even if the disc and the turbine operate at matched Reynolds number 

and freestream turbulence intensity conditions, their wake development and decay 

characteristics are significantly different in the near-wake and far-wake regions. This 

can be further explained by looking at the vorticity profile shown in Figure 3.4.  One 

can see that the decay of vorticity exhibits the same trend. For instance, under low 

freestream turbulence, at x=3D and x= 5D, the difference at their respective peaks 

amounts to 55% and 50% for the wind turbine model and porous disc, respectively. 

Under higher freestream turbulence intensity at the same location, the difference 

becomes significantly smaller, amounting to 44% and 43% for the wind turbine and 

porous disc, respectively. 
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Figure 3.3. Streamwise velocity profile for the two models under different freestream 

turbulence intensities.  

 

   

   
 

Figure 3.4. Out-of-plane vorticity profile for the two models under different 

freestream turbulence intensities. 
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3.1.2 Wake scaling and decay characteristics  

The wake of wind turbine model models and porous discs can be scaled to show a 

collapsing self-similar profile using the wake width and the maximum wake deficit. 

Furthermore, the wake-spreading characteristics can be quantified using the scaling 

parameters. In addition, the wake-spreading characteristics will be further quantified 

using parameters from the Bastankhah wake model [49]. 

3.1.2.1 Wake scaling 

 

Figure 3.5. A sketch that shows the scaling parameters on the wake profile. 

 

In order to scale the wake profile, the wake half width and the maximum wake deficit 

have been used as length and velocity scales, respectively. Those parameters are 

shown in Figure 3.5. Figure 3.6 shows the scaled collapsing wake profiles for the 

wind turbine model as well as the porous disc for the two freestream turbulence 

conditions. The wake scaling parameter  1 − 𝑈/𝑈𝐻𝑈𝐵, which is the wake deficit, is 

shown in Figure 3.7. In this context, 𝑈𝐻𝑈𝐵 is the inflow velocity at the hub location 

of the rotor. This scaling parameter seems to behave linearly with a logarithmic x-
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axis. This can be used to quantify the wake decay rate by curve fitting the following 

equation. 

1 − 𝑈/𝑈𝐻𝑈𝐵 = A log (
𝑥

𝐷
) + 𝑏 (2.1)  

In Equation 2.1, 𝐴 can be used to quantify the wake decay rate. The curve fitting was 

done for values greater than x=3.5D to avoid including near-wake effects and to 

allow for a fair comparison with the porous disc. The wind turbine under medium 

turbulence intensity has the fastest wake decay, and the porous disc seems to match 

the wake deficit rate after x=3.5D. The wake of the porous disc under low freestream 

turbulence intensity has the lower decay rate among all. This is all consistent with 

the findings mentioned in the previous sections. Table 3.1 summarizes the decay rate 

parameter A for each case. On the other hand, the wake scaling parameter R1/2 is the 

half wake width. The wake width increases as one goes downstream of the rotor, as 

shown in Figure 3.7. It doesn’t seem to get affected by freestream turbulence 

intensity in the case of porous discs. However, the wind turbine model under low 

turbulence intensity is only slightly lower than the rest of the cases. The collapsed 

wake profile can be curve fitted with a gaussian fit, and the scaling parameters can 

be used to obtain the wake profiles in the far wake. This could be the base for a new 

analytical model. Nevertheless, a large database of wind turbine’s effects of thrust 

coefficient as well as tip speed ratio effects needs to be established. 
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Figure 3.6. (a) Wind Scaled wake velocity profiles using wake half width and the 

maximum velocity deficit. 

 

 

Figure 3.7. The wake decay and wake deficit parameters for the two models at 

different downstream locations. 

 

Table 3.1 Summary of the wake growth rate parameter A for porous disc and wind 

turbine model under different freestream turbulence intensities. 

Test Cases 

Wake decay 

rate, A 

Initial wake 

deficit, b 

Wind turbine-low turbulence intensity (WT-

L_TI) 
-0.330 0.802 

Wind turbine-medium turbulence intensity 

(WT-M_TI) 
-0.355 0.812 

Porous disc-low turbulence intensity (PD-

L_TI) 
-0.230 0.788 

Porous disc-medium turbulence intensity (PD-

L_TI) 
-0.319 0.814 
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3.1.2.2 Bastankhah and Porté-Agel Wake Model 

The Bastankhah and Porté-Agel wake model [49] is a mathematical model that 

describes the behavior of wind turbine wakes based on the principles of mass and 

momentum conservation. In this model, the wake is assumed to be self-similar and 

have a Gaussian shape, and the rate of wake growth is assumed to be linear. The 

maximum value of normalized velocity deficit at a particular downstream position 

(denoted as C(x)) can be calculated using the following equation. 

 

𝐶(𝑥) = 1 −
√

1 −
𝐶𝑇

8 (𝜖 +
𝑘∗𝑥
𝐷 )

2 

 

(2.2)  

 

 𝜎

𝐷
= 𝑘∗

𝑥

𝐷
+  𝜖 (3.2) 

In this equation, σ represents the standard deviation of the Gaussian-like velocity 

deficit profiles, k* is the wake spread rate, D is the diameter of the rotor, and ϵ is the 

wake width intercept. The velocity profiles are described through the following 

equation. 

𝛥𝑈

𝑈∞
= (1 − √1 −

𝐶𝑇

8(
𝑘∗𝑥

𝑑0
+𝜖)2

)×exp(−
1

2(
𝑘∗𝑥

𝑑0
+𝜖)2

{(
𝑧−𝑧ℎ

𝑑0
)

2

+

(
𝑦

𝑑0
)

2

}) 

(2.3)  

Niayifar and Porté-Agel used Large Eddy Simulation (LES) [50] and proposed the 

following formulation for the wake spread rate and the wake width intercept for the 

range of 6.5% to 15%.  

 𝑘∗ = 0.383𝐼𝑎 
+ 0.0037 (3.5) 

 

 

 𝜖 = 0.25√𝛽, (3.6) 
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In this equation, Ia is the freestream turbulence intensity and 𝛽 =
1

2

1+√1−𝐶𝑇

√1−𝐶𝑇
. 

 

Furthermore, Fuertes et al.[30] utilized field measurements and proposed the 

following formula for the wake width intercept as well as the wake spread rate. 

 

 𝑘∗ = 0.35𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 
 (2.4)  

 

 

 𝜖 = −1.91𝑘∗ + 0.34 (2.5)  
 

 

The results variable (σ⁄D) was calculated for each case and curve fitted. The variation 

(σ⁄D) with downstream distance for the wind turbine model and the porous disc at 

different freestream turbulence intensity levels is shown in Figure 3.8 

 

Figure 3.8. The variation of the standard deviation of the Gaussian velocity deficit 

profiles downstream of porous disc and wind turbine model and different freestream 

turbulence intensity. 

 

The data in Table 3.1 illustrates how the wake spread rate for the wind turbine model 

is generally greater than that for the porous disc under the two levels of freestream 
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turbulence intensity. At a low freestream turbulence intensity, the wake spread rate 

for the wind turbine model is approximately two times higher than that for the porous 

disc. However, as the freestream turbulence intensity increases, the variance in the 

wake spread rate values for the two models becomes smaller. At a high freestream 

turbulence intensity, the wake spread rate for the wind turbine model is around twice 

that for the porous disc. Additionally, the wake width intercept for the porous disc is 

larger than that for the wind turbine model under both freestream turbulence intensity 

conditions. While the freestream turbulence intensity has little effect on the wake 

width intercept for the wind turbine model, for the porous disc, it decreases by 18% 

as the freestream turbulence intensity rises from 0.5% to 4.5%. 

Table 3.2 Summary of the wake spread rate parameter k* and the wake width 

intercept 𝜖 for porous disc and wind turbine model under different freestream 

turbulence intensities. 

Test Cases 
Wake spread 

rate, k* 

Wake width 

intercept, ϵ 

Wind turbine-low turbulence intensity  0.033 0.287 

Wind turbine-medium turbulence intensity  0.039 0.275 

Porous disc-low turbulence intensity  0.014 0.302 

Porous disc-medium turbulence intensity  0.031 0.223 

 

3.2 Effects of a streamwise gust on the wake of a wind turbine    

This subsection discusses the effects of a streamwise gust on the dynamic coefficient 

of thrust. Furthermore, the effects of a streamwise gust on the wind turbine model 

with different tip speed ratios are discussed qualitatively and quantitatively. The 

subsection further entails a way to scale a wind turbine wake under streamwise gust. 

Moreover, the subsection discusses the effects of temporal gust profile on the wake 

of a wind turbine model. The normalized temporal profiles of the generated gusts are 

shown in Figure 3.9. The profiles were normalized with a gust width, namely, 2s and 
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6s for the triangular gust and the top hat gust, respectively. In addition, the profiles 

were shifted in such a way that t/T=0 corresponds to the start of the gust event. 

  

 

Figure 3.9. The normalized temporal gust profile of the triangular gust and top hat 

gust. The dashed black line indicates the instances selected to phase lock the PIV 

measurements. 

3.2.1.1 Load measurements 

Figure 3.10 shows the dynamic effects of the triangular gust on the thrust coefficient 

for different tip speed ratios. The thrust coefficient between the gust events matches 

with the thrust coefficient under uniform inflow, which indicates that the flow settles 

to a steady state between gust events. The tip speed ratio seems to have little to no 

effect during the rising edge of the gust. However, during the dip time, the tip speed 

ratio seems to have an impact on the phase lag of the dynamic response of the thrust 

coefficient, where the lowest tip speed ratio case seems to have the highest phase lag 

compared to the other two cases. However, this effect diminishes between the TR 

TSR=2 and TR TSR=3.1. Furthermore, the amplitude differences between the cases get 

more pronounced at the gust peak. For instance, the gust increased the thrust 

coefficient at the peak by ~135% for the case of TR TSR=1, while the increase in thrust 

coefficient is ~ 118% for the case of TR TSR=2 and TR TSR=3.1. Furthermore, one can 

observe that although the dynamic response of the thrust coefficient reaches the peak 
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at the same time the gust reaches its peak, the dip time is different. The asymmetry 

in the rise and dip time is observed in the inflow. However, it is exacerbated by the 

dynamic response of the thrust coefficient. This can be linked to several factors, one 

of which is the PID controller, where breaking the turbine during the rise time is 

easier than controlling the angular velocity during the dip time. In addition, the top 

hat gust profile seems to reach a slightly higher thrust coefficient at the peak despite 

having the same gust ratio. This difference in amplitudes is likely due to the wake 

rotational inertia such that the top hat gust has a higher time scale to overcome this. 

  

Figure 3.10. The dynamic response of the thrust coefficient of the wind turbine 

model under triangular gust distribution for different tip speed ratios. 
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Figure 3.11. The dynamic response of the thrust coefficient of the wind turbine 

model under triangular gust distribution and top hat gust distribution for the same 

tip speed ratio. 

 

3.2.1.2 Wake flow field  

Figure 3.12 shows the streamwise velocity contours for three different tip speed ratio 

cases under triangular gust at different instances relative to the gust event. One can 

observe three different wake evolution mechanisms for the three different tip speed 

ratios. For example, at 4 s, which is before the gust, although the initial wake deficit 

for all the cases is almost the same until x=2D after that, case TR TSR=2 seems to have 

the slowest wake decay among the three cases. In contrast, TRTSR=1 and TR TSR=3 have 

very comparable wake decay. This pattern stays the same throughout the rising edge 

of the gust, i.e., until t/T=0.45. However, during the dip, there is a noticeable deficit 

increase in the TRTSR=1 case compared with the other two cases, which are consistent 
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with the behavior of the thrust Figure 3.10. Moreover, the wake deficit gets 

significantly deeper during the gust event. The reason behind this is the observed 

increase in the dynamic thrust coefficient due to gust.  

The out-of-plane vorticity contours are shown in Figure 3.13, which elucidates the 

general pattern were increasing the wind turbine tip speed ratio slightly increases the 

vorticity in the wake of a wind turbine. The difference in the vorticity field decreases 

as one goes further downstream as tip vortices break down. Furthermore, the gust 

increases the levels of vorticity in the wake of the wind turbine for all the cases to 

reach the maximum level at the gust peak, enhancing the differences between the 

cases in the region below x=2D. However, after that, the distinctions in vorticity 

levels between the cases diminish despite the initial differences. 
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TRTSR=1.0 TRTSR=2.0 TRTSR=3.1 

   

 

Figure 3.12. velocity contour in the streamwise direction for different tip speed ratios 

under triangular gust at different instances. 
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TRTSR=1.0 TRTSR=2.0 TRTSR=3.1 

   

 

Figure 3.13. Normalized out-of-plane vorticity contour for different tip speed ratios 

under triangular gust at different instances. 
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 Figure 3.14 shows the velocity profile for different tip speed ratios at different 

streamwise locations from 0.5 diameters to 3 diameters downstream of the wind 

turbine model at different instances relative to the gust. One can see that there is little 

to no difference in the velocity deficit in the very near wake region, i.e., below x=2D 

during the gust. However, the differences start to appear after x=2D. For instance, 

the case TRTSR=2 has the lowest deficit prior to the gust rise by ~52% at x=3D, with 

the other two cases exhibiting a similar velocity deficit of ~44%. The differences 

increase with the rising edge of the gust to reach the maximum at the gust peak 

amounting to ~84% for the TRTSR=2 case and ~73% for the other cases. However, 

during the dip time of the gust, the center of the wake behaves differently from the 

region outside the wake. This pattern is clearly shown in Figure 3.15, which shows 

the temporal change in the velocity at the wake center at x=3D compared to the 

temporal change in the inflow. One can see that the response of the wake to the 

inflow perturbation is faster at lower tip speed ratios and flattens as the tip speed 

ratio increases. For instance, during the dip time, the velocity at the wake center 

drops faster for the TRTSR=1 case. This is likely due to the low rotational inertia of 

the wake at a low tip speed ratio. In turn, this is translated into the thrust coefficient 

as the observed phase lag. Furthermore, the reason for the higher wake deficit in 

TRTSR=2 compared to TRTSR=1 is likely to be the tip speed ratio effects since their 

thrust coefficients are very close. This is consistent with the literature where lower 

tip speed ratios have been shown to enhance the wake recovery in the near wake [38] 

[52]. On the other hand, TRTSR=3 case has a non-negligible lower thrust coefficient 

which explains the lower velocity deficit at x=2D onwards compared to the TRTSR=2 

case.  
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t/T=0.00 t/T=0.15 

  
 t/T=0.45 t/T=0.70 

  
t/T=1.10 

 

 
 

Figure 3.14 Streamwise velocity profile for different tip speed ratios under triangular 

gust at different instances. 
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Figure 3.15 The center wake velocity at x/D=3 for different tip speed ratios 

compared with the inflow velocity. 

3.2.1.3 Wake scaling under streamwise gust  

 

Figure 3.16 A sketch showing the parameters used to scale the wake of a wind turbine 

under streamwise gust. on the right the wind turbine’s inflow velocity during the 

gust. 

 

In order to scale the wake profile, the wake half width and the maximum gust wake 

deficit have been used as length and velocity scales, respectively. Those parameters 
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are shown in Figure 3.16. Figure 3.17 shows the scaled wake profile for the wind 

turbine with different tip speed ratios at different gust instances. Where UG is the 

velocity of the gust at the selected instance, as shown on the right in Figure 3.16, Uo 

is the minimum velocity in the wake, and R1/2 is the wake half-width. Figure 3.18 

shows the decay of the normalized velocity scaling parameter (UG - Uo). One can 

observe that the parameter behaves linearly in the log-scaled graph after x=2.4D for 

all tip speed ratio cases. Moreover, the (UG - Uo) parameter, which represents the 

wake deficit at the selected instance relative to the gust, behaves differently for 

different tip speed ratios. This is better demonstrated in Table 3.3, which shows the 

coefficients for the velocity scaling’s parameter log fit. The fit is for values greater 

than x/D=2.4 to ensure that fits are in the linear region. For instance, for the cases 

TRTSR=1 and TRTSR=2, the wake decay rate increases initially as the wind turbine 

progresses through the gust and then slows down to reach the minimum at the gust 

peak. After that, the wake decay rate increases again. However, the wake decay rate 

increases as the wind turbine go through the gust and keep increasing after the gust 

peak for the TRTSR=3.1 case. This shows the effects of the tip speed ratio on the wake 

rotational inertia. Furthermore, the wake width behavior as one moves downstream 

is shown in Figure 3.19. The gust does not seem to affect the wake width of the wind 

turbine in the near wake. However, the three cases have a slightly different overall 

wake width. For instance, TRTSR=1 has the highest overall wake width with a wake 

width R1/2=0.55 at x=2D. The case TRTSR=2 is slightly lower with a wake width of 

R1/2=0.52 at x=2D and the case, TRTSR=3 has the lowest wake width overall with 

about R1/2=0.45 at x=2D. These differences can be attributed to the differences in the 

thrust coefficient, as shown in [48][49], that the thrust coefficient impacts the wake 

expansion of wind turbines. The collapsed profile can be curve-fitted using a 

Gaussian fit. Coupling that with scaling parameters can provide a model to predict 

the effects of the gust on the wake. Nevertheless, more data needs to be gathered in 

regard to the effect of the thrust coefficient as well as the tip speed ratio.  
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Figure 3.17 Scaled wake profile of a wind turbine with different tip speed ratios at 

different instances relative to the gust and different downstream locations. 
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  TRTSR=1.0 TRTSR=2.0 TRTSR=3.1 

 

 

 

 

 

 
 

 

 

 

 Figure 3.18 Variation of the maximum velocity deficit downstream for different tip 

speed ratios under triangular gust.  

TRTSR=1.0 TRTSR=2.0 TRTSR=3.1 

 

 

 

 

 

 
 

 

 

 

 Figure 3.19 Variation of the wake half width downstream of the wind turbine 

model for different tip speed ratios under triangular gust.  
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Table 3.3 Summary of the wake spread rate parameter A and the deficit intercept 𝑏 

for different tip speed ratio and different instances with the gust. 

 

[(UG-U0)/UG= A log(x/D) +b] 

Test cases TRTSR=1.0 TRTSR=2.0 TRTSR=3.1 

A b A b A b 

t/T=0.00 
-0.383 0.841 -0.418 0.971 -0.204 0.642 

t/T=0.15 
-0.516 1.000 -0.470 1.049 -0.220 0.662 

t/T=0.45 
-0.291 0.760 -0.321 0.882 -0.344 0.856 

t/T=0.70 
-0.387 0.891 -0.432 0.995 -0.345 0.797 

t/T=1.10 
-0.469 1.003 -0.522 1.076 -0.424 0.865 

3.2.1.4 Gust profile effects  

Figure 3.20 shows the streamwise velocity contours in the wake of a wind turbine 

under two gust profiles with a matching rise and dip time at different instances 

relative to the gust. By matching the rise and the dip time of the gust one can replicate 

the effects on the wake as well. This is further elucidated by Figure 3.21, which 

shows the velocity profiles at different downstream locations.  This finding can be 

useful experimentally by dividing the complex temporal gust profiles into simpler 

profiles to test them as well as in cases where high cycle loading can be dangerous 

to the model that will be tested.  
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THTSR=2.0 TRTSR=2.0 

  

 

 

Figure 3.20 Streamwise velocity contour in the wake of a model wind turbine 

operating with a tip speed ratio of 2 under a top hat and a triangular gust profile.  
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Tr_t/T=0.00,TH_t=0.00 Tr__t/T =0.15,TH__t/T =0.05 

  
Tr_t/T =0.45,TH_t/T =0.2 Tr__t/T =0.7,TH__t/T =0.9 

  
Tr__t/T =1.1,TH__t/T =1.03 

 

 
 

Figure 3.21 Streamwise velocity profile for the same tip speed ratio under a 

triangular gust and a top hat gust at different instances. 
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CHAPTER 4  

Conclusion 

In this study, the wake of a porous disc and a wind turbine model was investigated 

under two different inflow conditions. The two rotors had a comparable thrust 

coefficient. For the effect of freestream turbulence intensity, a passive grid was used 

to generate the turbulence for the medium turbulence intensity, and the low 

freestream turbulence intensity case was with the tunnel baseline turbulence. Two-

dimensional two-component (2D2C) particle image velocimetry (PIV) was used to 

investigate the impacts of such ambient conditions on the wake of wind turbine 

models and porous discs. This part of the study will help to understand and highlight 

the differences between both models. Moreover, the results can help develop a new 

analytical wake model. For the gust inflow, the active grid was used to generate two 

different gust profiles with a matching gust ratio of 0.5. Namely, a triangular 

temporal distribution and a top hat temporal distribution. The study compares the 

temporal effects of the generated gust profiles on the wake of the wind turbine model 

operating with different tip speed ratios. Single-wire hotwire as well as phased 

locked Two-dimensional two-component (2D2C) particle image velocimetry (PIV) 

to characterize the temporal and spatial gust generated by the active grid. In addition, 

phased locked Two-dimensional two-component (2D2C) particle image velocimetry 

(PIV) was used to investigate the wake response of a wind turbine model operating 

with three different tip speed ratios to streamwise gust. Furthermore, the wake 

response of the wind turbine model to a gust with a triangular temporal distribution 

is compared to the response to a top hat gust temporal while operating with the same 

tip speed ratio.  Additionally, the influence of the gust on the dynamic thrust 

coefficient of the wind turbine model is studied for all the cases. The results will help 

understand the effects of tip speed ratio on the wake of a model wind turbine. in 

addition, it will offer insight into the effects of streamwise gusts on wind turbines.  
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The main conclusions can be listed below: 

• The wind turbine model cases exhibit a more significant deficit in wake 

velocity compared to the porous disc cases at both levels of freestream 

turbulence. The porous disc cases recover more rapidly downstream of the 

models up until the tip vortices dissipate; after that, the wind turbine model’s 

wake diffuses more quickly. The results also suggest that the rate of wake 

diffusion increases as freestream turbulence increases for the two models. 

• The vorticity in the wake of the wind turbine model at low freestream 

turbulence intensity is stronger and covers a wider area close to the model 

and dissipates as one goes further downstream. In contrast, the vorticity 

generated by the porous disc is narrower near the tip and travels further in 

comparison to the wind turbine model. However, when freestream turbulence 

intensity is stronger, the vorticity in both models becomes more similar in 

magnitudes as well as spreading behavior. 

• The far wake of porous discs and wind turbine models can be scaled to 

collapse on gaussian shaped profile using the walk half width and the 

maximum wake deficit as length scale and velocity scale, respectively. 

Furthermore, the decay of the maximum wake deficit can be curve fitted in a 

logarithmic curve. The slope of that curve can be used as the parameter to 

quantify the decay rate. In addition, the wake width of porous discs seems to 

get less affected by the inflow turbulence. However, the wind turbine wake 

width of the wind turbine is lower under lower turbulence intensity. This can 

be used as the basis for a new analytical model for the wake of wind turbines, 

but it needs more data on the effects of the thrust coefficient.  

• The tip speed ratio affects the response of the wake to gust, as varying the tip 

speed ratio has proved to affect the wake evolution of the wind turbine 

despite the high inertial changes of the flow due to gust. Those effects could 

be partially attributed to the wake rotational inertia. Furthermore, the gust has 

been shown to enlarge the differences between different tip speed ratio cases. 
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• A new scaling methodology for scaling the wake under gust is developed. 

The scaled wake profiles show a collapsing wake profile. Furthermore, the 

scaling parameters were curve fitted to quantify the wake decay rate of the 

wind turbine at different instances relative to the gust. This can be the basis 

of an analytical model to determine the wake profile of wind turbines under 

gust. However, more investigation needs to be done in regard to the effects 

of thrust coefficient and higher tip speed ratio. 

• Two gust profiles with the matching rise and dip times prove to have the same 

effect on the model wind turbine wake. This could be useful in simplifying 

complex temporal gust profiles by dividing them into simpler temporal 

distributions.  

As future works: 

• The far wake can be investigated under gust; 

• Different complex streamwise gust profiles can be investigated; 

• The effects of extreme wind shear on the wake of wind turbines can be 

investigated; 

• An analytical model can be developed for the wake of wind turbines under 

streamwise gust. 
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Figure A.10 The graphical user interface of the Automation software. 
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Figure A.11 Normalized stream wise and transverse velocity contour for top hat gust 

at different instances relative to the gust.  

 


